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Abstract

Gel permeation chromatography (GPC) separation accompanied with the random degradation of polymer in the column is
modelled by a set of continuity equations. Numerical solution of the equations yields: (i) time evolution of the axial
concentration profiles of all X-mers that visualize a course of the processes running in the column; and (ii) the
number-distribution function of degrees of polymerization (DP) of each polymer fraction passing through the detector (i.e.,
of each GPC-slice). These data are evaluated by the exact approach way and by conventional methods based on DP values
taken from the calibration curve or measured by a light-scattering (LS) detector. Thus obtained DP averages are compared
with each other, with those predicted by the theory of polymer random degradation and with those of the non-degraded
original polymer. The procedure of determination of the degradation rate constant and original values of DP averages of the
degrading polymer with a help of the kinetic equation of random degradation has been also simulated and the following
conclusions have been reached: the degradation rate constant is available from GPC measurements performed with the use of
both a single concentration detector and its combination with the LS detector. In contrast, the values of DP averages of
original non-degraded polymer are not available except for the original weight-average DP provided that values of
weight-average DP of degraded polymer are measured with an LS detector. Extrapolation to zero degradation time of the DP
values obtained by the calibration curve method yields overestimated DP values of non-degraded polymer. © 1997 Elsevier
Science BV.
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1. Introduction

Gel permeation chromatography (GPC), often
referred to as size-exclusion chromatography (SEC),
is perhaps the most widely used method for the
molecular-mass characterization of polymers. There-
fore, it has been subjected to many experimental and
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theoretical studies concerning almost all possible
phenomena interfering with the main, size-exclusion-
based partition of macromolecules: (i) axial disper-
sion consisting of the molecular and eddy diffusion
[1-8]; (ii) thermodynamically controlled partition
based on the adsorption and/or association equilibria
including macromolecules under analysis [1,2,5,7-
15]; (iii) reptation of macromolecules in the gel
pores [1,2,11,16—18]; (iv) non-destructive hydro-
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dynamic effects of the flow field [2,9,11] and (v)
degradation of long chains in the domains of the
extensional flow [1,2,5,19]. Another process that in
some cases can interfere with the size-exclusion-
based fractionation is a chemical degradation of the
polymer under analysis inside the GPC column. This
is actual, e.g., in the case of hydrolytically unstable
polymers in aqueous eluents (like cellulose in cadox-
ene) and, perhaps more evidently, in the case of
oxygen-sensitive polymers, like polymers of substi-
tuted acetylene [20].

The substituted acetylene polymers are known to
undergo a rapid autooxidative degradation when
exposed to air even in mild conditions at room
temperature  [21-27].  For  example, poly-
(phenylacetylene) (PPhA) degrades autoxidatively
when exposed to air [22-25] obeying the kinetic
laws characteristic of the random degradation of
polymers [27-32]. The rate constant of degradation,
», was found to be 2.5-10°° min~' for PPhA
dissolved in tetrahydrofuran (THF; typical eluent in
SEC) but ca. hundred times lower (2-10"° min™ )
for the solid PPhA [25].

From the value of the degradation rate constant, »,
the mean lifetime 7 of a macromolecule with the
degree of polymerization (DP) X can be easily
calculated using the formula: 7=1/(#X). In case of
PPhA macromolecules with X=4000 dissolved in
THF, the value of 7 is equal to 100 min. Within this
time period, only 43.4% of the original macromole-
cules of this length remain intact, with the remainder
being cleaved into fragments. Consequently, the
distributions and averages of X of the injected and
eluted polymer samples can differ significantly pro-
vided that the polymer autooxidative degradation
takes also place inside GPC columns. Recently, this
suspicion was confirmed experimentally [20].

The subject of the present paper is the general
mathematical description of the GPC analysis of a
polymer which degrades randomly in the column and
the numerical solution to the derived differential
equations. The main goals are: (i) to obtain a
detailed insight into the overall process running
inside the GPC column; (ii) to estimate errors in the
distributions and averages of DP obtained by con-
ventional methods of evaluation of GPC records with
the help of the calibration curve or DP values
measured by a light-scattering (LS) detector; and

(iii) to inspect the reliability of experimental values
of the degradation rate constant v and the original
DP averages of non-degraded polymer.

2. Theory

GPC on porous systems always comprises two
processes, at least: the size-exclusion-based sepa-
ration and the axial dispersion of macromolecules
under analysis [1,2,11]. In our model, these two
principle processes are completed with the random
degradation of macromolecules under analysis. The
following assumptions have been made:

(a) The GPC separation proceeds in the mixed-bed
type column such that the separation efficiency for
any X-mer does not vary along the column axis.

(b) The column calibration dependence, log X vs.
ty, where ¢, is the elution time of a macromolecule
with DP equal to X, is linear throughout the whole
range of values X taken into account: log X=A—Br,,
where A and B are the calibration constants for a
given column and a polymer—solvent system. This
assumption is not unconditionally needed in the
model, however, it is practically fulfilled in the case
of mixed-bed columns of good quality;

(c) The randomly degrading polymer is linear and
neither branching nor cyclization of original macro-
molecules and/or their fragments takes place during
the GPC analysis such that the relation between
hydrodynamic dimensions and DP is the same for all
macromolecules in the system under consideration.

The result of size-exclusion-based partitioning of a
polymer in a GPC column is that the macromole-
cules with a given DP value of X move along the
column axis with an explicit average velocity, v,.
Values of vy, can be calculated from the calibration
dependence and the distance of detector from the
column input, L:

L LB "

VD, =—=—""T""

X ., A-logX
The kinetics of polymer degradation is generally
described by the Simha—Montroll equation [28,29]
which indicates how the number of polymer chains
of DP equal to X, N,, varies with the time of
degradation, ¢. In the case of randomly degrading



Z. Kabdtek et al. | J. Chromatogr. A 786 (1997) 209-218 211

polymer, i.e., if each of (X— 1) main-chain bonds of
any macromolecule is equally accessible to scission,
the Simha—Montroll equation can be written as:

X

—X = _(X— 1N, +2v >, N,

dr X S=X+1 (2)
X=1,273,.

where » is the rate constant of a main-chain bond
cleavage, i.e., the probability that a randomly select-
ed bond will cleave within a unit time interval. The
first term in Eq. (2) represents the rate of decay of
X-mer macromolecules and the second term the rate
of their formation in degradation of macromolecules
with DP equal to S>X. The coefficient 2 in the
second term describes the fact that the X-mer can be
obtained from a particular S-mer by two kinetically
equivalent ways: by disruptions at the distances X
and S-X from the same end of the macromolecule.
After dividing Eq. (2) by the Avogadro constant and
a volume element, numbers of X-mers and S-mers
can be replaced by the molar concentrations ¢, and
Cg.

Inside the GPC column the concentrations must be
considered as a function of both the time of analysis
t, =0 (that is identical to the time of degradation
here) and the column axial coordinate z, z & (—%,),
so that ¢, =c,(z,t). The process of GPC fractionation
of the degrading polymer can be then described by
the following set of continuity equations:
dc 9% dc
a1 @D = Dy @) ~ vy (@)

— (X = Drcyat) +2v 2, ez,

S=X+1

X=123,.. (3)

where D, is the axial dispersion coefficient of X-mer
molecules. On the right hand side of Eq. (3), the first
term describes the axial dispersion effect, the second
term (originated from Eq. (1)) the effect of size-
exclusion-based partitioning of analysed polymer and
the third and fourth terms (originated from Eq. (2))
the effect of the polymer random degradation.

The axial dispersion comprises several contribu-
tions, mainly the molecular diffusion and eddy
diffusion. It can be supposed in case of macro-
molecules that an effect of the size-dependent molec-

ular diffusion is negligible as compared to the effect
of size-independent eddy diffusion. Therefore, the
coefficient D, can be replaced by the apparent
dispersion coefficient D, postulated to be indepen-
dent of X.

Initial conditions in the unbounded column needed
for a numerical solution of Eq. (3) can be defined as
follows.

(a) The initial axial concentration profile of an
X-mer, cy(z,0), at t=0 is given by

cx(@0) = @ °'X) (4)

where f’(X) is the original number distribution

function of DP of the injected (original) polymer and

the function ¢’(z) satisfies the following conditions:
o, . 0c’

@), 5@ >0 for[ff > (5)

(b) As the total number of moles (substance
amount) of monomeric units in the SEC column, n,;,
has to remain constant during the GPC separation
process, the function cy(z,f) will satisfy the con-
dition:

PO X f celztydz =ny,, =0 (6)
x=1 7

where P is a cross-section of the column. As follows
from Egs. (4) and (6), the function co(z) has to fulfil
the condition

ny

0 - —_——
fC(Z)d‘" P<X> ™

Here <X> is the number-average DP of original
non-degraded polymer.
3. Computations

The set of partial differential equations (Eq. (3))
was solved numerically and the obtained data were
evaluated using the input parameters and methods
stated below.

3.1. Input parameters

(a) The following values of the rate constant of
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polymer random degradation were chosen: »=0 s~

(the reference computation for non-degrading poly-
mer); »=4-10"° s”' (the value typical of the
degradation of PPhA and its derivatives in solution
[20,25,33]); »=4-10"" s ' (to show the effect of
polymer degradation more profoundly).

(b) The value of the apparent dispersion coeffi-
cient, D,, was set to 6-10”° m” s~'. This value was
determined experimentally for phenylacetylene in the
PL-gel mixed-bed-C column (Polymer Labs., Bristol,
UK) from the elution peak dispersion, ¢, using the
Einstein relation: 0'2=2Dut.

(¢) The Gauss function:

o255
’@=Cxp | ———3~ (8)
20

with z,=0.0075 m, =0.00125 m and C°=1.15-
10™* mol m~* was considered as the initial profile of
the injected polymer sample ¢°(z).

(d) The initial number distribution of DP of
injected polymer, £°(X), was supposed to be of the
Schulz—-Zimm type [34,35]:

b
a b1

0 —
£°00) = X

exp (—aX) )

where I” is the gamma function,

1
a= 5 o and
<X>0 - <X>)

<x>°
C<x>0 - <x>?

Here <X>" and <X>° are the initial number-
and weight-average DP of the polymer, respectively.
A polymer with medium narrow distribution,
<X>)=7500 and <X>°=5000, was used in
computations.

(e) The calculation was performed on the column
of total length of 0.5 m and a hypothetical detector
was positioned at the distance of z,=(0.3 m+z,)
from the beginning of column (it means that L=0.3
m). The average velocities of particular X-mers were
calculated according to Eq. (1) using the real values
of calibration constants A=12.117 and B=0.01885
s™' found for polystyrene in THF and the mixed-
bed-C column.

3.2. Computation method

The program for solution of partial differential
equations (Eq. (3)) was written in Pascal language
and ran on a personal computer with 20 MB RAM.
The spatial coordinate was discretized at a set of 800
grid points to generate a set of ordinary differential
equations with the time as independent variable.
Hammings predictor—corrector method [36] was
applied for the solution except for the first four time
points for which the Runge—Kutta method was used.
The time increment of discretization was set to 0.5 s.
The computation was made for 115 discrete values
of X: 1, 2, 3, 4,5, 7, 10, 14, 19... and further
approximately linearly in the logarithmic scale up to
30000. For this maximum value, the condition
S f(X)— 1 was fulfilled satisfactorily.

Precision of numerical computation was continu-
ously examined by a verification of constancy of the
total number of monomeric units n; in the system
according to Eq. (6). Values of ¢,(z,t) for X values
not involved in the above series but, needed for this
verification, were obtained by the Lagrange interpo-
lation. The maximum loss in n; caused by numerical
errors in computation was found to be 0.007%,
0.05% and 0.34% for calculations performed with
values of v equal to 0 s, 4107 s and 4-1077
s™!, respectively.

3.3. Data treatment and evaluation

Current values of c¢,(z,t) for all chosen X were
stored each 100 s and the obtained axial concen-
tration profiles of X-mers were used for visualization
of the process of polymer fractionation and degra-
dation in the GPC column (see Section 4).

At axial variable z=z (the detector position), the
values of ¢, and c,(zp,t;) corresponding to the ith
GPC-slice (the polymer fraction passing through the
detector at time ;) were continuously collected at
every time increment and stored for all values of X
and ¢, These data correspond with the number-
distribution function of DP of the polymer fraction
involved in every ith GPC-slice. These functions
were used for calculation of the following ith GPC-
slice quantities: (i) R, (t,)=23{Xc,(zp.f,)} simulating
the record of a weight-concentration detector; (ii)
R, (1,)=2{cy(zp.t;)} simulating the record of a hypo-
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thetical mole-concentration detector; (iii) R, (f,)=
S{X’c,(zp.t,)} simulating the record of a hypotheti-
cal z-concentration detector; (iv) weight-average DP,
<X>_, corresponding to the output of an LS
detector; (v) number-average DP, <X> .. and the
polydispersity index based on the number-distribu-
tion function of DP, I ;= <X> ./<X>_; and (vi)
z-average DP, <X >, ., and the polydispersity index
based on the weight-distribution function of DP,
I, =<X>,/<X>.

The simulated data have been evaluated by the
following methods:

(a) Calibration curve method. Here we intended to
simulate the most widely used procedure of evalua-
tion of GPC data obtained with an apparatus with a
weight-concentration detector. The method uses
R, (t,) values and values of X; taken from the column
calibration dependence, considering the GPC-slices
as to be monodisperse [1].

(b) LS detector method. This method uses the
R (t,) values obtained from a weight-concentration
detector and corresponding <X> . values obtained
from an LS detector [1].

(c) Exact approach. Here the simulated data are
evaluated by a theoretically correct way. The couples
of conjugated quantities: R (r;) and <X>_ ., R,()
and <X>_ ,, and R,(z,) and <X>,, are used for a
calculation of the respective number-, weight- and
z-averages and distribution functions of DP. It should
be realized that values of all these quantities are not
available at any real GPC equipment such that the
exact approach can be applied only on the data
obtained by a simulation like in the present model.

w.i?

4. Results and discussion
4.1. Single GPC analysis of a degrading polymer

The main points of interest to be discussed here
are how the mean values and distributions of DP of
degrading polymer measured with a use of various
detection systems differ: (i) from each other; (i1)
from those resulting from the theory of polymer
random degradation; and (iii) from those of original
(injected) sample.

A simulated process of the GPC fractionation of
non-degrading polymer (»=0) (i.e., the results of the

reference simulation) is shown in Fig. la. The
separation of X-mers along the column z-axis and
broadening of X-mer peaks due to axial dispersion
are clearly seen. The values of <X> and <X>
obtained by evaluation of the simulated GPC records
by all the above methods are in a good agreement
with those used as the input (see Table 1), which
testifies to reliability of the used model and computa-
tion methods.

The influence of slow but significant polymer
degradation (v=4- 10"% s™') on the partition process
is visualized in Fig. 1b as additional broadening of
the lower and medium X-mer peaks (a dark trace at
the bottom of diagrams). This broadening of lower
X-mer peaks goes down to domains of higher X-mers
because molecules involved in these “‘forward tails”
are the fragments of already divided chains of higher
X-mers. The effect of polymer degradation is more
profoundly demonstrated in Fig. ic as an the exam-
ple of the faster degrading polymer (v=4- 1077 s7").
In this case a majority of the lower and medium
X-mers passing through the detector mainly consists
of fragments of degraded original macromolecules.

Simulated GPC records R, (t;) and time depen-
dence of polydispersity indices I, ; of GPC-slices are
shown in Fig. 2. As expected, the higher the rate of
polymer degradation, the higher is the polydispersity
of GPC-slices. This of course means that the error in
evaluation of the R (z;) records by the calibration
curve method should rise as the rate of polymer
degradation increases. The values of DP averages
calculated in this way must be overestimated due to
assignment of overestimated values of X; to all GPC-
slices (see Table 1).

The logarithmic number-distribution and weight-
distribution functions of DP, f{log X) and w(log X),
respectively, obtained by various evaluation methods
are compared with each other and with those of
injected polymer in Fig. 3. The distributions obtained
by the exact approach evaluation of simulated data
(curve 4) can be regarded as the best approximation
of the actual DP distribution at the time corre-
sponding to the GPC record apex, 7,,. It should be
stressed here that, from the theory point of view, a
correct instantaneous distribution of DP of any
degrading polymer cannot be obtained by any GPC
detector system because the detector responses R, (¢;)
and R (z,) pertaining to ith GPC-slices are not
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Fig. 1. Simulated axial concentration profiles of selected X-mers at the be
separation. Part, value of » (s™'): (a) 0; (b) 4-10™%; (c) 4-1077

Table 1
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ginning (r=0) and after 300 s and 700 s of the process of GPC
. The vertical line at z=0.3075 m marks the detector position.

v(s™") Calibration curve LS detection Exact approach Eqs. (10) and (11)
<X>, 0 4978 5086 4997 5000
<X>, 4-107° 4800 4756 4548 4568
<X>, 4-1077 3643 3000 2540 2543
<X>, 0 7508 7491 7491 7500
<X>, 4-107¢ 7335 7050 7050 7052
<X>, 4-1077 5646 4541 4541 4501
<I>, 0 1.51 1.47 1.50 1.50
<>, 4-107* 1.53 1.48 155 1.54
<I>, 4-1077 1.55 1.51 1.78 1.77




Z. Kabdtek et al. | J. Chromatogr. A 786 (1997) 209-218 215

0.0016 1.4
0.0012 1.3
R fn
0.0008 - 1.2
0.0004 1.4
0.0000 1.0

Fig. 2. Simulated records of a weight—concentration detector R (¢)
(solid lines) and the polydipersity indices of GPC-slices [ ,=
<X>_,/<X>_, (dashed lines). Curve, value of v (s™" (1) 0
(2) 4-107% (3) 4107

collected in one moment. The time period of scan-
ning the GPC records commonly overreaches 150 s
(see Fig. 2) and during this period a significant
change in the DP distribution of degrading polymer
can come into being.

As shown in Fig. 3, the relative deviation from the
correct DP distributions (represented by curves 4) is
always higher for f(log X) than for w(log X). The
weight-distribution function w(log X) obtained by

1.6

wliog() |
Rlog(x)

0.8 1

0.4+

0.0+

tog(X)

Fig. 3. Comparison of the logarithmic distribution functions of DP
of non-degraded polymer (curve 1) with those obtained by
evaluation of the simulated GPC records by: calibration curve
method (2); LS detector method (3) and exact approach method
(4). Subscript n denotes the number-distributions, flog X) and
subscript f the weight-distributions, w(log X).

the LS detector method is identical to that obtained
by the exact approach method because both are
calculated from the same data by the same formula.
On the contrary, the polymer number-distribution
function f(log X) acquired by the LS detector method
(curve 3;) is shifted towards higher values of X due
to the use of available values of <X> ; instead of
values of <X> , which should be applied in correct
calculation. The distributions, f(log X) and w(log X)
obtained with a use of the calibration curve method
are both shifted towards higher values of X due to
analogous reasons: the value of X, assigned to a
particular ith GPC-slice is always higher than those
which should have been correctly used, the overesti-
mation being higher for <X> _, than for <X>_ .

Values of <X> , <X>_ and I, obtained by
particular evaluation methods are summarized in
Table 1 in which also the values calculated from
Egs. (10) and (11) describing the kinetics of the
polymer random degradation [28,29,32] are included
for a comparison.

1 1
= + 1
<X>! <x>? v (19)
L1 +3f1 d 1
<X>IW_<X>3, 3 w(t)t ( )
4]

Here <X>°=5000 and <X>{=7500 are the
corresponding averages of DP of the originally
injected polymer at time t=0 and I,(t)=<X>)/
<X> is the polydispersity index based on the
polymer weight-distribution of X at the degradation
time . The time of the R (¢,) record apex, 1=t
was used in calculations according to Eqgs. (10) and
(11). The integral on the right hand side of Eq. (11)
was obtained by the numerical integration based on
the values of I, calculated in the course of simula-
tion.

As in Table 1, the values of DP averages and
polydispersity indices obtained by the exact approach
evaluation of simulated data are almost identical with
those calculated from the kinetic Egs. (10) and (11).
The observed small differences are due to numerical
errors of computation. The <X>  values obtained
by the LS detector method are also correct, of
course. In contrast, the <X>_ values obtained by
the LS detector method are always overestimated
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(even in case of non-degrading polymer) which is
due to a use of <X>_, values (instead of <X> .
values) in the calculat1on of <X> _ (intrinsic error
of this method). Consequently, the LS detector
polydispersity indices /_ are underestimated.

Perhaps most notable is the fact that in the case of
degrading polymers the values of both <X>_ and
<X>, obtained by the calibration curve method are
significantly overestimated, the relative increase
being more pronounced at higher values of the rate
constant ». The axial concentration profiles shown in
Fig. 1b,c visually document the above-mentioned
explanation. It is evident that the GPC-slices of
higher X-mers comprise various low-DP fragments
which contribute to the detector response R, .
However, a value X, assigned to ith GPC-slice from
the calibration curve belongs to the largest included
(i.e., yet non-degraded original) molecules regardless
the presence of smaller fragments. There is no other
possibility here. Due to this systematic error of the
evaluation method both <X>_ and <X> values
have to be overestimated.

W

4.2. Estimation of the degradation rate constant
and the DP characteristics of non-degraded
polymer

Iti 1s evident that the original values of <X > and
<X>? w Of non-degraded polymer are not acce951ble
from any single GPC analysis. On the other hand, it
was shown in case of PPhA that the rates of polymer
degradation in air and in GPC column are approxi-
mately the same [20]. Thus the values of <X > and
<X>° « might potentially be estimated by extrapola-
tion of 1/<X>' vs. t and 1/<X>! wvs. [I,dt
dependencies to zero degradation time ¢ (see Eqgs.
(10) and (11)). For this purpose, a series of consecu-
tive GPC analyses of the same polymer solution is
needed.

Practicability of the outlined method has been
examined by the simulation of the proposed pro-
cedure. The calculated distribution of the polymer
(with »=4-10"" s~ ') after 700 s of degradation was
used as the input into the next computation model-
ling the first consecutive GPC analysis of the same
polymer solution. The obtained GPC records were
evaluated and the new distribution after 700 s (i.e.,
1400 s in total) was used again as the input in

modelling further GPC analysis, etc. The degradation
time needed for evaluation of the results fulfils the
formula: t=t,,+700J (in seconds) where /=0, 1,
2,... denotes the serial number of particular consecu-
tive analysis. Evaluation of thus obtained values of
<X>| and <X>! according to Eqs. (10) and (11)
is shown in Fig. 4. The extrapolated values of
<x>? . and <X >W and values of the rate constant v
ca]cu]ated from the slopes of particular dependence
are summarized in Table 2.

The values of <X>9, <X>! and v obtained
from the simulation by using the exact approach
method data are almost identical with those used as
the input which proves to applicability of the per-
formed overall simulation. Time dependence of
<X>, values obtained by the LS detector method
also yields reasonable values of <X>? but some-
what overestimated values of ». The increase in »
value is caused by systematic underestimating the
values of I, (see Eq. (11)) which is typical of the
conventional LS detector data evaluation (the reason
is calculation of the overall value of <X>, using
the <X> instead of correct <X>> . wvalues

w,i z,i

pertaining to ith GPC-slice). Due to analog reasons,

ts
0 1000 2000 3000 4000
n 1 i 1 " 1
1.2 L
10%<x>! 1
0.8 .
3W
0.4 - L
0.0 . T . r . . .
0 1000 2000 3000 4000
t
. 't s

Fig. 4. Evaluation of DP averages <X>' from simulations of
consecutive GPC analyses according to Egs. (10) and (11). Values
of <X>>' obtained by the evaluation of simulated data by: exact
approach method (1); LS-detector method (2); calibration curve
method (3). Subscript n denotes the number averages and
subscript w the weight averages.
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Table 2

Values of DP averages and rate constants of degradation obtained from extrapolations according to Egs. (10) and (11)

Calibration curve

LS detection

Exact approach Egs. (10) and (11)

<x>" 12 280 6560
y,-10" 7" 4.01 3.75
<X>? 10 250 7330
v, 10" (s7h) 3.95 421
1 0.83 1.12

5000 5000
4.02 4.00
7540 7500
3.95 4.00
1.51 1.50

the <X>' values gained by the LS detector method
offer significantly overestimated values of <X >g
but underestimated values of ». However, the aver-
age of the two values of v obtained by the LS
detector method, »=(y, +1,)/2=398-10"" s~
agrees well with the correct value of v=4- 107757,
A mutual compensation of systematic errors can be
suggested as a reason of this result.

As in Table 2, the treatment of <X>! and
<X> values obtained by the calibration curve
method (weight-concentration detector) provides in-
correct, significantly overestimated values of both
<X>" and <X>{. This is due to systematic
overestimation of all values <X>! and <X>|
evaluated according to Egs. (10) and (11). The most
surprising finding is that the extrapolated value of
<X>" can be even higher than that of <X > . This
can be understood with the help of Fig. 4 taking into
account that the absolute difference between re-
ciprocal values of DP obtained by the exact approach
method (lines 1, and 1,) and calibration curve
method (lines 3, and 3,,) is much higher for <X>
than for <X > values. There is probably no way of
eliminating this systematic error here. On the con-
trary, the values of rate constant v obtained from
these both type dependence are practically correct. It
means that values of » that have been experimentally
determined using the concentration detector data and
calibration curve method [21,26,34] can be regarded
as reliable.

L]

5. Conclusions

Summarizing the above discussion, the following
conclusions of theoretical and practical importance
can be drawn.

(1) Significant degradation taking place inside the
GPC column can lower the DP of a polymer under
analysis to such an extent that the values of DP
averages of original (injected), non-degraded poly-
mer are not available from a single GPC measure-
ment. (However, in case of polymers undergoing the
oxidative degradation, the original DP averages are
in principal available from a single GPC analyses
carried out under an inert atmosphere, see Ref. [20]).

(2) The polymer degradation in the column in-
creases the polydispersity of GPC-slices which un-
avoidably brings systematic errors into the evaluation
of GPC records by conventional methods. On ac-
count of these errors, the original DP averages and
those predicted by the theory of random degradation
and determined with a use of conventional evaluation
methods can be sentenced into the following se-
quences: <X>!: exact approach<LS detector<
calibration curve<original and <X>: exact
approach=LS detector <calibration curve<original.

(3) As far as true values of the DP averages of
original, non-degraded polymer are concerned, only
the value of <X>\ is experimentally available by
means of Eq. (11) provided that a series of <X>,
values determined by the LS detector method is at
ones disposal. The value of <X>>| obtained by the
LS detector method is always overestimated but
fairly not so much as that obtained by the calibration
curve method. Values of <X>° and <X>? de-
termined with a use of the calibration curve method
can be both overestimated to a great extent. The
error introduced due to fact that the condition of
monodispersity of GPC-slices is not fulfilled can
even result in such incorrect findings that the ob-
tained value of <X > is higher than that of <X >
and the polydispersity index 7 is lower than 1. It can
be thus concluded that a use of the calibration curve
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method for a determination of values of <X>" and
<X> should be avoided.

(4) Unlike the preceding case, a reasonably correct
value of the degradation rate constant » can be
determined with a use of <X>! and/or <X>'
values obtained by both the calibration curve and the
LS detector method.
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